Enhanced responsiveness in asynchronous irregular neuronal networks
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Networks of excitatory and inhibitory neurons display asynchronous irregular (AI) states, where the activities of the two populations are balanced. At the single cell level, it was shown that neurons subject to balanced and noisy synaptic inputs can display enhanced responsiveness. We show here that this enhanced responsiveness is also present at the network level, but only when single neurons are in a conductance state and fluctuation regime consistent with experimental measurements. In such states, the entire population of neurons is globally influenced by the external input. We suggest that this network-level enhanced responsiveness constitute a low-level form of sensory awareness.

Networks of neurons are capable of displaying asynchronous and irregular (AI) states of activity, where neurons fire in an apparent stochastic fashion, and with very low levels of synchrony. This property was found in networks of excitatory and inhibitory neurons, in a balanced state, first by binary neurons [11, 2], and subsequently by more complex models such as spiking neurons [3, 7].

In parallel, a characterization of the noisy background activity seen in cortical neurons in vivo [8] showed that these neurons are in a high-conductance (HC) state [9, 10]. HC states were first shown in vivo under anesthesia, then confirmed in the awake brain [11, 12]. HC states were also largely investigated in vitro by a number of studies using the dynamic-clamp technique. These studies have collectively shown that the HC state confers to neurons enhanced responsiveness, which is due to a tight interplay between conductances and $V_m$ fluctuations [14-19].

In the present paper, we attempt to unify these two points of view by showing that AI states in networks can display enhanced responsiveness properties, but only if neurons display the correct conductance state and fluctuation regime.

Figure 1 compares different network models displaying AI states, with experimental measurements. The measurements of excitatory and inhibitory conductances in neurons is of primary importance, as we will show here. Conductance measurements in cortical neurons in awake cats are depicted in Fig. 1A. There was a very wide range of conductance values measured from cell to cell, but when normalized to the estimated resting conductance, approximately symmetric distributions were obtained [13, 20]. The total excitatory conductance is slightly lower than the resting conductance, while inhibitory conductances are in general about 1.5 times larger than the leak (Fig. 1A).

These measured conductances were compared to a well-known model of AI state consisting of 5000 randomly-connected leaky integrate and fire neurons (80% excitatory, 20% inhibitory) [5]. We computed the total excitatory and inhibitory conductances seen in different neurons of this model. It appeared that, in this 5000-neuron network, when normalized to the resting conductance, the relative conductances in this model were considerably larger than physiological measurements, up to about 20 times larger (Fig. 1B). Another model of AI state [20], consisting of 16,000 randomly-connected neurons, but with smaller synaptic weights, did not display such an aberrant conductance state, and could generate a conductance state much closer to physiological measurements [21] (Fig. 1C).

Such a physiologically plausible conductance state was also obtained in a more realistic network of excitatory and inhibitory cells, where the adaptation of excitatory and inhibitory conductances, divided by the leak conductance of the cell ($g_e$ and $g_i$, respectively; data from Rudolph et al. 2007). B. Conductance distribution in a network of leaky integrate and fire neurons displaying AI states. The model (VA-2005) is taken from Vogels and Abbott (2005). C. Conductance distributions for another network model of AI states (EB-2007), taken from El Boustani et al. (2007).

Such a conductance state was also obtained in a more realistic network of excitatory and inhibitory cells, where the adaptation of excitatory and inhibitory conductances, divided by the leak conductance of the cell ($g_e$ and $g_i$, respectively; data from Rudolph et al. 2007). B. Conductance distribution in a network of leaky integrate and fire neurons displaying AI states. The model (VA-2005) is taken from Vogels and Abbott (2005). C. Conductance distributions for another network model of AI states (EB-2007), taken from El Boustani et al. (2007).

Interestingly, comparing these networks in term of their responsiveness, revealed that the conductance state of the network is very important. When an external input was given to a randomly chosen sample of cells, the network in a physiologically plausible AI state could display a remarkable sensitivity to this external input (Fig. 3).
Fig. 2. Biophysically realistic network model of AI states. (color online) A. Two cell types used in the model, respectively for excitatory (RS cell, green) and inhibitory (FS cell, red). The traces show typical responses to depolarizing current pulses. B. Raster of activity during an AI state generated by this network. C. Examples of excitatory cells (top, green traces) and their total synaptic conductance (red inhibitory, green excitatory). D. Conductance distribution in this network, normalized to the leak conductance. Parameters are given in Appendix.

However, in a network displaying an aberrant conductance state, this response was not present. The response was also absent in a quiescent state, or in an oscillatory state in the same network (Fig. 3B). This shows that the AI state, if with correct conductance and $V_m$ fluctuations, displays an enhanced responsiveness to external inputs, and is able to collectively detect inputs of very small amplitude, which normally would have been subthreshold.

We have done additional simulations to explore how responsiveness depends on conductance state, by considering random sets of parameters around the AI state in Fig. 3A. This exploration showed that the responsiveness highly depends on the conductance state of the network (Fig. 4). The response was quantified as the area of the evoked population response (as in Fig. 3B), represented against the total conductance, as calculated from distributions (as in Fig. 2D). One can see that the response is indeed high for physiological conductance states (gray area in Fig. 4) and approaches to zero for aberrant conductance states. This result explains the difference of responsiveness between the two networks shown in Fig. 3B (top). However, it is important to keep in mind that the response also depends on the level of fluctuations and the average $V_m$ level, which can be quantified by considering distributions of the standard deviation of the membrane potential ($\sigma_V$) and of the mean $V_m$ of the cells (not shown). The responsiveness can also be understood using a phenomenological model, as shown recently [24].

This phenomenon of network-level responsiveness is very similar to the enhanced responsiveness that was found earlier at the single neuron level [23]. In single-cell studies, the presence of synaptic “noise” conferred an enhanced sensitivity to the neuron. It was also shown that having the correct conductance state and fluctuation regime of the cell is important, it sets the response to a realistic level, and enhanced responsiveness was present using the conductances measured experimentally, as well as their level of fluctuations. Enhanced responsiveness was also found in noisy networks, either in feedforward networks where all cells display a high-conductance state [23], or in chaotic recurrent networks where the enhanced responsiveness was quantified in terms of information transport [25, 26]. One of these studies was the first to demonstrate that networks in a chaotic state display enhanced responsiveness [25]. We complement here these previous studies by showing that...
enhanced responsiveness is present in recurrent networks displaying AI states, which are presumably chaotic [2]. In addition, we show that this property highly depends on conductance state, and that physiologically plausible conductance state are particularly responsive. This underlies the importance to work with conductance-based models, as current-based models are unlikely to display the correct responsiveness, and cannot be checked against conductance measurements, so are also unconstrained.

Thus, the present results suggest that the conductance state of a network is a fundamental property to understand its responsiveness, which emphasize the importance of conductance measurements in vivo. We suggest that HC states have a universal aspect, in the sense that the conductance and fluctuation level measured in vivo are the fundamental parameters that neural networks should reproduce, to yield responsiveness properties relevant to neural function.

Finally, let us emphasize that in the AI state, the network responds instantaneously to an input, and this input can occur at any time, which presents evident useful computational properties. A particularly interesting property is that, when submitted to successive presentations of the same stimulus, different neurons respond on each trial, showing that it is the whole network that is globally “aware” of this stimulus. We therefore propose that such network-level responsiveness during AI states implements a low-level form of sensory awareness in networks of neurons. The fact that this occurs in AI states is consistent with the observation that cerebral cortex is in a “desynchronized” state in awake and attentive states (reviewed in [27,28]). A recent review concluded that desynchronized cortical activity is so far the best correlate of conscious states [29], but no mechanism was given. We propose here such a possible mechanism to link these high-level aspects to elementary biophysical properties of neurons.
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APPENDIX

Details of the network model

The network model used here consisted of excitatory (RS) and inhibitory (FS) neurons described by the Adaptive Exponential integrate and fire model [22], for which the equations for the membrane potential and the adaptation current read:

\[
\begin{aligned}
C_m \frac{dV}{dt} &= g_L (E_L - V) + I_{syn}(V,t) + k_a \frac{V - V_{thre}}{a} - I_w \\
\tau_w \frac{dI_w}{dt} &= -I_w + \sum_{t_s \in \{t_{spike}\}} b \delta(t - t_s)
\end{aligned}
\]

where \( V \) is the membrane potential, \( C_m \) is the membrane capacitance, \( g_L \) is the resting conductance and \( E_L \) its reversal potential, \( I_{syn} \) is the synaptic current, \( k_a \) and \( V_{thre} \) are threshold parameters. \( I_w \) is the adaptation current, which evolves according to a time constant \( \tau_w \) and increases by a value \( b \) at each spike \( t_s \). FS cells correspond to the same model with \( I_w = 0 \).

The cellular parameters were, for RS cells: \( g_L = 10 \text{nS}, C_m = 200 \text{pF}, T_{ref} = 5 \text{ms}, E_L = -70 \text{mV}, V_{thre} = -50 \text{mV}, V_{reset} = -70 \text{mV}, V_{e} = 0 \text{mV}, b = 20 \text{pA}, \tau_w = 500 \text{ms} \). FS cells were described by a leaky integrate and fire model with \( g_L = 10 \text{nS}, C_m = 200 \text{pF}, T_{ref} = 5 \text{ms}, E_L = -70 \text{mV}, V_{thre} = -50 \text{mV}, V_{reset} = -70 \text{mV} \). Network parameters: 4000 RS and 1000 FS cells, connected randomly with probability of 5%, and with synaptic weights of \( Q_e = 1 \text{nS} \) and \( Q_i = 5 \text{nS} \) (with respective reversal potentials of \( E_e = 0 \text{mV}, E_i = -80 \text{mV} \)). The synaptic conductances were decaying exponentials with a time constant of 5 ms.

An external drive was present in all neurons and consisted of 4000 independent Poisson processes (rate of 4 Hz), projected over the 5000 neurons with 5% connection probability (weight of 1nS).

The external stimulus of Fig 5 consisted of 40 synchronous EPSPs of 1nS, spread over 40 randomly-chosen excitatory neurons within the population.