
Synaptic background activity controls spike transfer
from thalamus to cortex
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Characterizing the responsiveness of thalamic neurons is crucial to understanding the flow of sensory information. Typically,

thalamocortical neurons possess two distinct firing modes. At depolarized membrane potentials, thalamic cells fire single action

potentials and faithfully relay synaptic inputs to the cortex. At hyperpolarized potentials, the activation of T-type calcium channels

promotes burst firing, and the transfer is less accurate. Our results suggest that this duality no longer holds if synaptic background

activity is taken into account. By injecting stochastic conductances into guinea-pig thalamocortical neurons in slices, we show

that the transfer function of these neurons is strongly influenced by conductance noise. The combination of synaptic noise with

intrinsic properties gives a global responsiveness that is more linear, mixing single-spike and burst responses at all membrane

potentials. Because in thalamic neurons, background synaptic input originates mainly from cortex, these results support a

determinant role of corticothalamic feedback during sensory information processing.

Thalamocortical neurons in the dorsolateral geniculate nucleus
relay visual input from retinal ganglion cells to the cortex, from
which they receive massive feedback1,2. The function and mecha-
nisms of corticothalamic feedback are still a matter of discussion,
but it is generally agreed that it has a strong influence on the transfer
of sensory information by thalamocortical cells3–7. According to the
classical view, thalamocortical cells function in two intrinsically
generated firing modes. At depolarized membrane potentials, these
neurons fire single action potentials, faithfully transmitting
synaptic inputs. This relay or ‘single-spike’ mode is mainly found
during the awake state6,8. At hyperpolarized potentials, activation
of low-threshold calcium (T-type) channels triggers high-frequency
bursts of action potentials9,10. The burst mode is mostly found
during slow wave sleep and epileptic absence seizures, when
thalamocortical cells participate in the synchronous bursting of
the thalamic network, functionally uncoupling the cortex from
visual input8,11.
In vivo, neurons generally experience a noisy high-conductance state

that is likely to interact with their built-in integrative properties12,13.
Recent studies have shown that in vivo-like synaptic noise changes
specific aspects of signal integration in cortical neurons14–18. Thala-
mocortical cells recorded in vivo are also in a high-conductance state, in
particular during corticothalamic barrages12,19. A given thalamocorti-
cal cell receives between 4,000 and 8,000 synapses20,21, of which B30%
have direct cortical origin1,2,21,22. In addition, they are innervated by
intrathalamic inhibitory neurons (interneurons and reticular thalamic
neurons), which also receive direct cortical inputs and account for
B30% of synapses onto thalamocortical cells1,2,21–23. Thus, B60% of

synapses of thalamocortical neurons are directly or indirectly related to
the activity of corticothalamic axons (in addition to that of other
afferents), but it remains uncertain whether, overall, this feedback is
excitatory or inhibitory for thalamocortical cells4. It has been proposed
that corticothalamic feedback could switch thalamocortical neurons
between burst and single-spike modes7,22,24,25, but it is also unclear
whether corticothalamic input increases or decreases thalamocortical
cell bursting7. We hypothesize that corticothalamic feedback exerts its
function not (only) by exciting or inhibiting thalamocortical cells, but
by using a separate ‘channel’ of modulatory information16: the variance
of background synaptic input. To explore how synaptic noise affects
thalamic neurons, we recorded from thalamocortical cells in brain slices
using dynamic-clamp injection of stochastic background conduc-
tances. We found that background conductance noise significantly
changed the ‘burstiness’ (percentage of burst responses per spike-
evoking input) and the input-output transfer function of thalamic
relay neurons.

RESULTS

Conductance noise and input simulation

We recorded from thalamocortical neurons in dorsolateral geniculate
nucleus (LGNd) slices of guinea pigs, using intracellular electrodes and
the dynamic-clamp technique26. We analyzed 52 neurons from 36 ani-
mals. These neurons had a resting potential ± s.e.m. of –63 ± 0.4 mV
and an input resistance of 61 ± 4 MOhm and showed rebound burst
discharges accompanied by low-threshold calcium spikes (LTS) upon
repolarization after hyperpolarization (Fig. 1a, inset in ‘Quiescent’
graph). These properties8,9,23, as well as morphological reconstructions
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1Unité de Neurosciences Integratives et Computationnelles, Centre National de la Recherche Scientifique, 91198 Gif-sur-Yvette, France. 2Institut National de la Santé et de
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of biocytin-filled cells, unambiguously identify the neurons as
thalamocortical relay neurons.

The standard protocol used to assess the integration properties of
thalamocortical cells consisted of a recording at resting potential, where
excitatory signal input conductances were injected at 5 Hz without
additional background conductances (Fig. 1a, Quiescent). Subse-
quently, we added excitatory and inhibitory background conductances
without fluctuations (Fig. 1a, ‘Static’). The total background conduc-
tance was adjusted such that the cells’ input resistance was approxi-
mately 50% of its initial value (Fig. 1a, compare insets of Quiescent and
Static traces), similar to the ‘shunting’ effect observed in thalamocor-
tical cells in vivo during the activation of corticothalamic projections19.
We then injected the same background conductances with stochastic
fluctuations (Fig. 1a, ‘Noise’). To separate the effect of noise from
simple depolarization or hyperpolarization, we compensated, when
necessary, for the effect of background conductances by injecting a
small DC current such that the mean potential was similar under these
conditions (Fig. 1a). The variance of the membrane potential was low
in the quiescent (0.71 ± 0.03 mV) and static conditions, and was
increased with noise (3.65 ± 0.13 mV, n ¼ 24) to an amplitude
consistent with voltage fluctuations in vivo19,27.

Noise affects the gain of thalamocortical neurons

We assessed whether inputs were transmitted and how this transfer
was affected by synaptic background noise by evaluating the
probability that a given input magnitude would evoke at least one
action potential within a 20-ms delay17 for the quiescent, static and
noise conditions (Fig. 1b). The slope (gain) of the input-output rela-
tion was determined by fitting a sigmoid function to spike proba-
bility values and extracting its slope at the 0.5 probability. Although
a step-like transfer function characterized the quiescent and static
conditions, under the influence of noise the response probability
was linearized, adopting intermediate values between 0 and 1 over a

larger input range (Fig. 1b). The gain was not significantly different
between the quiescent and static conductance injections, but was
strongly reduced with noise (inset in Fig. 1b; quiescent: 0.413 ±
0.029 nS�1, n ¼ 41; noise: 0.046 ± 0.002 nS�1, n ¼ 27; static: 0.409
± 0.029 nS�1, n ¼ 24; quiescent versus noise: P o 0.001; quiescent
versus static: P ¼ 0.72). We obtained similar results using a measure of
the total spike output (see Methods). Thus, consistent with previous
results from the cortex14,16,17, the variance of background conductance
reduced the input-output gain of thalamocortical cells and increased
the cells’ sensitivity to small inputs.

Because the effect of corticothalamic feedback is expected to vary
considerably with the state of the animal and the signals that are
processed7,22,28, we explored different variances of the fluctuating
conductances. In the ‘strong noise’ condition (our default for the
results described above), the conductance variances for excitatory and
inhibitory noise were 3 nS and 12 nS, respectively. A decrease in noise
conductance variances (to 1 and 4 nS, respectively; ‘weak noise’ voltage
variance: 2.61 ± 0.14 mV, n ¼ 5) increased the input-output gain
(Fig. 1c, 0.070 ± 0.007 nS�1, n¼ 5; versus ‘strong noise’: 0.046 ± 0.002
nS�1, n ¼ 27; P o 0.01). The gain in the various noise conditions
correlated with the actual degree of voltage variance induced by the
noise (Fig. 1c, inset, n ¼ 33, r ¼ 0.63, P o 0.01). These results show
that background synaptic activity is able to modulate the response
curve of thalamocortical neurons in a multiplicative manner.

Gain depends on membrane potential and input frequency

The responsiveness of thalamic neurons at depolarized membrane
potentials is entirely different from that at hyperpolarized poten-
tials8,9,29. At hyperpolarization, incoming excitatory postsynaptic
potentials (EPSPs) can be amplified by T-type channels producing
LTS burst discharges29. We found that, unexpectedly and unlike what is
observed for cortical cells17, the gain of thalamocortical cells at
hyperpolarized potentials was markedly lower than that at depolarized
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Figure 1 The influence of conductance (g) noise changes the transfer function of thalamocortical cells recorded in vitro. (a) Voltage during injection of input

g alone (ginput, Quiescent) and with additional inhibitory plus excitatory background g strengths (giNoise, geNoise) that were either non-fluctuating (Static) or

stochastically fluctuating (Noise). Combined noise g reduced the input resistance to B50% (insets in Quiescent, Static). (b) Probabilities of input g strengths

to evoke Z1 spike, fitted to sigmoid functions. Noise, but not Static, induced a gain (slope) reduction of the response curve (inset). (c) Decreasing the

variance of noise g values (Strong, Weak) increased the input-output slope. The response gain was correlated with the noise-induced voltage variance (s.d.).

Error bars, s.e.m.
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and resting potentials (Fig. 2a, hyperpolarized: 0.146 ± 0.028 nS�1,
n ¼ 12; resting: 0.413 ± 0.029 nS�1, n ¼ 41; P o 0.001).

What could cause the voltage dependence of gain? T-type channel
activation at hyperpolarization is not expected to reduce the gain but
rather to increase the all-or-none character of thalamocortical cell
responses22. Yet, because de-inactivation time constants of T-type
channels are in the range of hundreds of milliseconds9,30, varying
degrees of T-type channel recruitment are to be expected at a 5-Hz
input rate with randomized EPSP amplitudes. This could account for
the gain reduction. Further analysis showed that much of the LTS
variability at hyperpolarization could indeed be attributed to the recent
LTS activation history (Supplementary Fig. 1 online).

These results suggest that the voltage dependence of gain in the
quiescent neuron is itself dependent on the input frequency. We tested
four input frequencies (1, 5, 10 and 20 Hz) at all voltage conditions. At
resting and depolarized potentials, there was no frequency dependence
of gain (ANOVA, P ¼ 0.29). However, at hyperpolarization, a
frequency dependence of gain was clearly visible (Fig. 2b,c, ANOVA,
P o 0.001). This is in agreement with the idea that the voltage and
frequency dependence of gain were due to the T-type channel gating
behavior: the low gain at hyperpolarization reverted to an all-or-none
gain when the input frequency was lowered to 1 Hz such that T-type
channels could recover from inactivation between stimuli30 (Fig. 2b,c;
1 Hz: 0.468 ± 0.072 nS�1, n¼ 4; 5 Hz: 0.146 ± 0.028 nS�1, n¼ 12; 1 Hz
versus 5 Hz: P ¼ 0.008). On the other hand, increasing the input
frequency to 10 Hz and 20 Hz gradually increased the gain at
hyperpolarization (Fig. 2b,c; 20 Hz: 0.270 ± 0.033 nS�1, n ¼ 4;
20 Hz versus 5 Hz: P ¼ 0.039). This effect could be explained by a
cumulative inactivation of the T-type channels at higher frequencies:
the inability of T-type channels to follow high frequencies endows
thalamocortical cells with low-pass filter properties when they are
hyperpolarized29. Thus, our results suggest the following scenario: at

hyperpolarization and input frequencies around 5 Hz, T-type channels
favor low gain transfer functions, whereas at more depolarized poten-
tials, thalamocortical cells are expected to show all-or-none gain
regardless of the input frequency.

Noise renders gain independent of voltage and frequency

To test how conductance noise may interfere with the voltage and
frequency dependence of gain, we performed the characterization
described earlier (Fig. 2) in the presence of noise (Fig. 3). The injection
of noise reduced the gain at all voltage conditions (Fig. 3a). Unlike in
the quiescent condition, the gain was very similar at all membrane
potentials, although still slightly reduced at hyperpolarization with a
5 Hz input (inset in Fig. 3a; see also inset in Fig. 3c: ANOVA voltage
dependence: P ¼ 0.007; across all frequencies, P ¼ 0.076; with
frequencies pooled, P ¼ 0.145). Thus, the voltage dependence of gain
was strongly reduced with noise.

We next asked if the frequency dependence of gain that was found in
the quiescent conditions would endure in the noise condition. In
accordance with the hypothesis that voltage and frequency dependence
resulted from the same mechanism, noise nearly abolished the fre-
quency dependence of gain. We compared three input frequencies at
hyperpolarized potentials in the presence of noise (Fig. 3b; compare
with Fig. 2b). The marked distinction in gain between 1 Hz and 5 Hz
and between 5 Hz and 20 Hz (Fig. 2c) was much reduced with noise
(Fig. 3c, Hyp). At all other frequencies and membrane potentials, the
gain was equally low when noise was present (Fig. 3c, ANOVA across all
conditions; frequency dependence, P ¼ 0.049; with potentials pooled,
P¼ 0.087). Further analysis of the underlying events showed that noise
increased the variability of subthreshold responses to an overall high
level, overwhelming the variability due to LTS, thereby reducing the
response gain of thalamocortical cells to an overall low level that was
equal across different membrane potentials and input frequencies
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Figure 2 Voltage and frequency dependence of the response gain of thalamocortical cells, without noise. (a) Response curves during quiescent mode, 5 Hz

stimulation, at depolarized (Dep), resting (Rest) and hyperpolarized potentials (Hyp). The response gain (slope) was equal at Dep and Rest but reduced at Hyp

(inset). (b) Different input frequencies (5 Hz, 1 Hz, 20 Hz) in the Hyp, quiescent condition. Response curves showed lower gain only in the 5 Hz condition.

Scale bars in b: horizontal below traces: 5 Hz, 0.1 s; 1 Hz, 0.5 s; 20 Hz, 20 ms; between traces: –70 mV; vertical (upper, lower): 10 mV, 20 nS. (c) Summary

of experiments as in a and b. Response gains were all-or-none with all input frequencies at Rest and Dep and with 1 Hz at Hyp, but they were reduced at Hyp

with 5 Hz and 10 Hz inputs. Error bars, s.e.m. * P o 0.05, **P o 0.01, ***P o 0.001.
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(Supplementary Fig. 1). Thus, noise effectively masked the intrinsic,
nonlinear response behavior of thalamocortical cells and equipped
them with a robust, voltage-independent transfer function.

Stimulation with physiologically realistic inputs

Mean firing frequencies of retinal ganglion cells in vivo are in the range
of 5–50 Hz and are gamma or Poisson distributed31. Even if the
magnitude of a single retinogeniculate EPSP may vary little, the
‘effective’ retinogeniculate EPSPs depend, among other factors, on
variable degrees of temporal summation, such that the effective input
has a larger magnitude range32,33. In the experiments described so far,
the variability of the effective input was achieved by randomizing the
input conductances while fixing the input frequency, thereby separating
magnitude from frequency and thus allowing better control and
comparison with cortical neurons17. To check whether the spike
probability is voltage and frequency dependent under more physio-
logical input conditions, we compared the response properties of
thalamocortical cells during stimulation with Poisson-distributed
‘retinal’ input using a mean frequency of 10 Hz. Even though
the retinogeniculate input conductance was fixed, Poisson-rate stimu-
lation led to varying effective input EPSP magnitudes as a result of
summation (Fig. 4a). At the beginning of each experiment, the
conductance magnitude was adjusted such that evoked subthreshold
EPSPs at resting potential were in a physiological range (5–15 mV)32.
Because the degree of input summation is dependent on the frequency,
we used the inter-stimulus interval (ISI) immediately preceding the
response to measure input strength (Fig. 4b).

At resting potential, with subthreshold input magnitude, spikes were
evoked only by summed inputs at smaller ISIs (Fig. 4a,b): ISIs in the
range of 50–600 ms were related to spike probabilities in the range of
0 to 0.021 ± 0.016 (n ¼ 4), whereas ISIs shorter than 50 ms were

associated with a spike probability of 0.530 ± 0.123 (n¼ 4). In contrast,
at hyperpolarization, spike response could be evoked not only by input
summation, but also by long ISIs (Fig. 4a,b; ANOVA, Po 0.001): ISIs
in the range of 300 ms to 600 ms were related to spike probabilities in
the range of 0.253 ± 0.099 to 0.847 ± 0.061 (n ¼ 4), even higher than
those evoked by ISIs shorter than 50 ms (0.398 ± 0.089, n ¼ 4). Thus,
consistent with our experiments using fixed input frequencies and
randomized input magnitudes, spike probabilities induced by Poisson
rate input had an all-or-none character at resting potential but
adopted intermediate values, depending on input frequency, at
hyperpolarized potentials.

We repeated the Poisson rate experiment described above, in the
presence of noise (Fig. 4c,d). With noise, input summation also
increased the spike probability at resting and hyperpolarized potentials.
However, unlike in the quiescent condition, larger ISIs did not lead to
different spiking probabilities at the hyperpolarized potential as com-
pared to the resting potential (ANOVA, P ¼ 0.43). Although no direct
comparison between fixed rate and Poisson rate experiments (such as
comparing the gain) is feasible, these results match: in both experi-
mental conditions, voltage and frequency dependencies were abolished
with synaptic background noise.

Noise increases burst firing

Action potential–burst firing in thalamocortical cells is classically
considered to be the result of LTS activation after hyperpolariza-
tion34–36. However, in the noise condition, even at resting and
depolarized potentials, high-frequency burst responses often occurred
(Fig. 5a, left). Because noisy voltage fluctuations hamper LTS identi-
fication, we used a burst detection algorithm35 (see Methods) to assess
burstiness. Indeed, not only the voltage but also the presence of noise
influenced burstiness (ANOVA, Po 0.001). At resting and depolarized
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potentials, there was an increased burstiness with noise in 24 of 27 cases
(Fig. 5b, inset; resting quiescent, 5 Hz: 5.7 ± 1.9%, n¼ 40; versus noise:
21.2 ± 3.4%, n¼ 27; Po 0.001; depolarized quiescent, 5 Hz: 0%, n¼ 7;
versus noise: 27.6 ± 6.1%, n ¼ 7; P ¼ 0.004). As expected, burst firing
was more pronounced at hyperpolarization (5 Hz quiescent:
44.5 ± 9.6%, n ¼ 12), and there was no clear change of burstiness
with noise (Fig. 5c, left). Another approach to quantifying burstiness is
to determine the ‘burst threshold’: that is, the input level at which
bursts first occur. This analysis again showed that at resting and

depolarized potential, bursting was more likely with noise because the
bursting threshold was much lower than in the quiescent condition
(Fig. 5c, resting quiescent, 5 Hz: 58.5 ± 3.8 nS, n ¼ 16; versus noise:
33.3 ± 3.4 nS, n ¼ 25; P o 0.001; depolarized quiescent, 5 Hz:
no bursting; versus noise: 13.5 ± 8.0 nS, n ¼ 6).

What could be the reason for the increased burstiness with noise? In
principle, a decrease in the membrane time constant resulting from
conductance increase could have a role; however, no increased bursti-
ness was detected in the static condition (burstiness at resting quies-
cent, 5 Hz: 6.2 ± 3.3%; versus at static: 6.5 ± 3.3%; n ¼ 22; paired
test: P ¼ 0.44). The mean membrane potentials in the noise and
quiescent conditions were not significantly different (resting quiescent,
5 Hz: –65.3 ± 0.8 mV; versus noise: –65.7 ± 0.8 mV; n ¼ 24; paired
test: P ¼ 0.80), arguing against a role of T-type channels. Indeed, the
gating parameters of T-type channels suggest little involvement in these

0100200300400500600
0.0

0.2

0.4

0.6

0.8

1.0

ISIi – ISIi–1 (ms)

ISIi – ISIi–1 (ms)

S
pi

ke
 p

ro
ba

bi
lit

y
S

pi
ke

 p
ro

ba
bi

lit
y

Hyp Rest

Noise

Rest Noise Hyp

0100200300400500600
0.0

0.2

0.4

0.6

0.8

1.0

Rest

Hyp

Quiescent

Quiescent
Hyp

*

Resta

b

c

d

Figure 4 Physiologically realistic Poisson-distributed inputs.

(a) Retinogeniculate input conductances (lower traces) were injected at a

fixed magnitude with Poisson-distributed rate (mean frequency, 10 Hz). At
resting potential (Rest) without synaptic noise, action potentials were only

evoked by summation of inputs occurring at short interstimulus intervals

(ISIs) whereas inputs with long ISIs did not trigger action potentials (left

panel, asterisk). At hyperpolarized potential (Hyp), subthreshold inputs led

to variable degrees of EPSP summation occasionally accompanied by LTS

activation. Large ISIs led to the activation of LTS-driven bursts (right panel,

arrow). (b) The probability of evoking at least one spike was plotted against

the ISIs. Whereas at resting potential spiking probability was increased

only with high-frequency inputs, at hyperpolarized potentials the spiking

probability increased strongly with low frequency inputs. (c,d) During the

injection of noise, the difference in frequency-dependent response behavior

of thalamocortical cells was strongly reduced. Spiking probabilities were

approximately equal at all input frequencies in the presence of noise. Scale

bars in a,c, 100 ms, 10 mV; lower trace, 10 nS; between traces, –80 mV.

Error bars, s.e.m.

205205205

Input frequency (Hz)

Input frequency (Hz)

0

20

40

60

80

B
ur

st
 th

re
sh

ol
d 

(n
S

)
44

60

52
2516

6 5
1011

*
***

Quiescent

Noise

Quiescent

Quiescent

Noise

Noise

DepRestHyp

205205205
0

20

40

60

80

100

B
ur

st
in

es
s 

(%
)

7 6

77

89

***

**

***

*
274056

1012

DepRestHyp
0

20

40

60

B
ur

st
in

es
s 

(%
)

5 Hz

DepRestHyp

6040200
Input (nS)

0

1

2

3

A
vg

 to
ta

l s
pi

ke
 o

ut
pu

t

Resting, noisea

b

c

Figure 5 Noise increases occurrence of bursts at resting potential. (a) With

noise, high-frequency bursts of action potentials occurred at resting potential

(left). Plotting the average total number of spikes per burst response

(Supplementary Methods online) against the input shows that noise

linearized the staircase-like transfer function across the whole input range
(right). (b) Percent bursts per spike-evoking stimulation with different input

frequencies and membrane potentials. Noise increased burstiness at resting

and depolarized potentials (for example, at 5 Hz, inset). This effect was

smaller with higher input frequencies. Noise did not increase the burstiness

at hyperpolarization. (c) The input value at which bursting occurred (burst

threshold) was decreased with noise at rest and depolarization but not at

hyperpolarization. Scale bars in a, 100 ms, 10 mV; lower trace, 10 nS;

before trace, –80 mV; inset, 10 mV, 1 ms. Error bars, s.e.m. *P o 0.05,

**P o 0.01, ***P o 0.001.
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conditions30, although native T-type currents of thalamic neurons can
be available at resting potential37. We compared spike-triggered
averages (STAs) of single-spike and burst responses during noise at
the resting potential and observed that there was a small but significant
difference in the pre-response voltage (Supplementary Fig. 2 online).
This suggests that even if, overall, noise has no effect on the membrane
potential, short hyperpolarizations preceding inputs statistically recruit
more T-type channels as compared to the situation in the quiescent
state. In addition, the occasional occurrence of noise-induced depolar-
izations with retinal inputs clearly facilitated bursts, as seen from
spike-triggered averages of excitatory and inhibitory conductances
(Supplementary Fig. 2). These results show that noise increases the
occurrence of burst responses at resting and depolarized potentials
but not at hyperpolarized potentials.

Noise mixes single-spike and burst responses

If the number of spikes in the response grew proportionally with the
strength of the input, the spike count could be used to reliably encode
sensory information. Without synaptic background, such a reliable
transfer function does not exist in the resting and depolarized states; the
cell behaves as a high-pass filter, detecting only strong inputs with no

discrimination of strength past a threshold (see the step-like response
in Fig. 5a, right). Noise made cells generate, on average, a number of
spikes proportional to input strength (Fig. 5a, right), providing a more
linear transfer function at all potentials. Thus, in the presence of
synaptic background activity, probabilistic ‘mixing’ of single-spike
and burst responses potentially provides better encoding capabilities.

To quantify this mixing, we separated single-spike responses from
responses with two- and three-spike bursts. We counted the different
responses at the respective input levels and plotted their distribution
(Fig. 6a,b). We calculated the relative overlap of the one-, two- and
three-spike response curves by integration and compared the ‘percent
mixing’ (overlap) for the different conditions (Fig. 6c,d). With noise, at
resting potential, the overlap of one- and two-spike response curves was
increased (Fig. 6a–c, 5 Hz quiescent: 4.3 ± 0.52%, n¼ 16; versus noise:
14.6 ± 1.4%, n¼ 25; Po 0.001). In the quiescent condition, only 16 of
40 cells showed two-spike bursts and one cell showed three-spike bursts
with very strong inputs. In contrast, with noise, 25 of 27 cells showed
two-spike bursts and 13 showed three-spike bursts; the overlap of the
latter was zero in the quiescent condition but notable in the noise
condition (Fig. 6d, 4.6 ± 1.4%). The same difference in the mixing of
single-spike and burst responses was true for depolarized and hyper-
polarized potentials, although it was less marked for the latter
(Fig. 6c,d; inset in d). At 20-Hz input, the difference in percent mixing
was generally reduced (Fig. 6c,d). Thus, although thalamocortical cells
recorded in vitro are usually either in single-spike mode or in burst
mode8, our data suggest that thalamocortical cells under the influence
of synaptic background activity may show both burst firing and single-
spike responses.

DISCUSSION

The main findings reported here are that (i) the duality of burst and
single-spike modes in thalamic relay neurons is strongly affected by the
presence of synaptic background activity and (ii) the input-output
transfer function is determined by synaptic background activity com-
bined with intrinsic properties. Previous work has shown that under-
standing the responsiveness of central neurons requires a detailed
knowledge of their intrinsic properties, which are mediated by various
calcium- and voltage-dependent conductances10. Our present results
suggest that background activity alters this responsiveness fundamen-
tally. We suggest that a complete characterization of the properties of
central neurons requires the knowledge of intrinsic and synaptic
background conductances, as well as the amount of conductance
fluctuations (noise).

The dichotomy of burst and single-spike firing modes is based on
recordings performed in vitro or in vivo during states of deep anesthesia
(with slow waves in the electroencephalogram (EEG))23. During EEG-
activated states, there is a sustained synaptic activity in thalamocortical
cells23,38, which accounts for about 50% of their input conductance19.
We found here that if such states are recreated artificially using the
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Figure 6 Noise mixes single-spike and burst responses of thalamocortical

neurons. (a) Example of input strength distributions evoking single-spike (first

spike) and burst responses (second spike, with interspike intervals r5 ms).

Without noise, only very strong inputs could evoke spike doublets. (b) With

noise, most input levels could evoke single-spike and burst responses.

Different shades of grey mark areas of overlap between first and second

spikes (light), second and third spikes (middle) and first and third spikes

(dark). (c,d) Mixing (overlap) of single-spike and multiple-spike responses:
(c) first and second spikes; (d) first and third spikes. Noise increased

the mixing of single-spike and burst responses at most potentials and

input frequencies (for example, at 5 Hz, inset). Error bars, s.e.m.

*P o 0.05, ***P o 0.001.
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dynamic clamp, the distinction of firing modes is dramatically reduced:
single-spike and burst firing seem to be mixed. Classically, burst firing
in thalamic neurons has been invariably associated with hyperpolariza-
tion, and observations of bursts in awake, behaving animals36,39 were
difficult to reconcile with the fact that thalamocortical cells are
depolarized in this state39,40. Our findings suggest that bursts should
be observable if thalamocortical cells are depolarized, such as in awake
animals, but only with sufficient levels of synaptic background activity.

Another consequence of synaptic noise is that it causes qualitative
and quantitative changes in the responsiveness of thalamic neurons to
external inputs. The response curves of thalamic neurons are very
different in these simulated activated states compared to in the
quiescent states. There is a multiplicative scaling by noise, leading to
gain reduction and increased responsiveness to small inputs, similar to
model predictions14,27 and results from dynamic-clamp experiments in
cortical neurons16,17. It may be explained by the fact that the probability
for small-amplitude inputs to evoke a spike can only be enhanced by
noise (floor effect), whereas for higher inputs, the probability can only
be reduced by noise (ceiling effect)17. An important difference from the
cortex is that in quiescent thalamocortical cells, the gain is highly
dependent on membrane potential and input frequency; the
low-threshold calcium current boosts the response specifically at
hyperpolarized levels. With noise, this voltage-dependent response
behavior is nearly eliminated, and the gain is similar at all potentials.
Thus, the combination of intrinsic properties (T-type calcium current)
and synaptic noise enables relay neurons to keep a uniform respon-
siveness for a large input range at different membrane potentials and, in
this sense, to perform a particularly robust relay of information.

During sleep, thalamocortical cell bursting is part of large-scale
synchronized activity, and this ‘proper’ burst mode transmits state-
dependent information to the cortex, different from single
spikes6,8,23,40. During activated states, however, single-spike and burst
responses may relay the same visual information, only with different
efficiencies41. The mixing of single-spike and burst responses to
excitatory stimuli, as well as the more graded aspect of bursts, suggest
that with background synaptic activity, there is indeed no clear
distinction between single spikes and bursts. This may actually be
advantageous for the relay of visual information: instead of a step-like
input-output curve with limited coding capabilities for different
input strengths, a linear response curve across the whole input range
is generated by combining single and burst responses, suggesting
that they convey the same type of information to the cortex during
activated states.

Thalamic neurons share with cortical neurons the probabilistic
aspect of responses under synaptic noise. This probabilistic nature of
the thalamic relays is indeed realistic15,42,43 if we consider that many
thalamocortical cells converge on individual cortical cells33,44,45,
enabling those ‘receiver’ cells to collect many thalamocortical inputs
(each of them firing one or several spikes in response to their sensory
input) and to extract the probability function for a given stimulus.

Finally, these findings support the idea that corticothalamic synapses
have a powerful role in controlling information transfer by the
thalamus. It is known that corticothalamic feedback constitutes the
primary source of synapses in the thalamus—one order of magnitude
larger than synapses from peripheric axons1,2. Despite this anatomical
fact, the feedforward view is still prominent: the thalamus is often
considered as a ‘relay’ of information to cortex. By regulating
the intensity of background activity, the cortex could exert a fast
and efficient control of the thalamic relay—through instantaneous
adjustment of gain and of bursting probability—which may be related
to focused attention mechanisms (see also refs. 4, 28 and 46).

METHODS
We prepared LGNd slices (350 mm) from adult guinea-pigs as previously

described11. We placed the slices at 34.5–35.5 1C in an interface style recording

chamber (Fine Science Tools). The bathing medium contained (in mM): NaCl

(126); KCl (2.5); MgSO4 (1.2); NaH2PO4 (1.25); CaCl2 (2); NaHCO3 (26); and

dextrose (10) and was aerated with 95% O2 and 5% CO2 to a final pH of

7.4. We made intracellular electrodes on a Sutter Instruments P-87 micropipette

puller from medium-walled glass (World Precision Instruments, 1BF100). The

electrodes were filled with 1.2 M potassium acetate and beveled (Sutter

Instruments BV-10M) to resistances of 90–100 MÙ. We recorded at 10 kHz

with an Axoclamp-2B amplifier (Axon instruments) in discontinuous current

clamp (switching rate 2.5–3.5 kHz), using dynamic clamp26.

Dynamic clamp and modeling techniques. Synaptic inputs were generated

using a real-time version (Y. Le Franc, B. Foutry, F. Nagy & G. Le Masson,

Soc. Neurosci. Abstr. 927.18, 2001) of the NEURON simulation environment47

in combination with a programmable digital signal processor board M67

(Innovative Instruments), to achieve fast calculation and injection of

dynamic-clamp currents (0.1 ms time step). We injected two types of simulated

synaptic inputs, ‘signal’ and ‘background’, as conductances into thalamocortical

cells using dynamic clamp26. The excitatory input from retinal ganglion cells

(signal)22 was modeled from the activation and inactivation kinetics of AMPA

receptors48 with randomized peak conductances (1–80 nS; step size: 2 nS). We

fixed the stimulation frequency (5, 10 and 20 Hz) and randomized input

amplitudes to analyze frequency-dependent effects separately. We also used

Poisson-distributed inputs31 of constant amplitude to approximate physio-

logical input. To simulate the background synaptic input (‘synaptic noise’), we

used a fluctuating conductance model, mimicking the effect of thousands of

stochastically glutamate- and GABA-releasing synapses27. These excitatory and

inhibitory conductances were simulated as independent stochastic processes,

assuming that the influence of the cortex on relay cells is a mixture of

uncorrelated excitatory and inhibitory postsynaptic potentials (Supplementary

Methods online). We validated the accuracy of the dynamic clamp conduc-

tance–based noise injection (i) by directly comparing the voltage fluctuations in

real and model cells in response to injection of identical noise (Supplementary

Fig. 3 online), and (ii) by comparing natural and artificial (dynamic-clamp

generated) synaptic noise in the same cells49.

Data analysis and statistics. A spike was considered as a response to the input

when it occurred within 20 ms after the stimulus onset. We analyzed input-

output relations using spike probabilities instead of frequencies (see also

Supplementary Methods). Spike probability was calculated as the number of

EPSPs per given input level that generated at least one spike. We also considered

the ‘average total spike output’ by taking into account all spikes of burst

responses (interspike intervals o5 ms). To measure statistical significance, we

performed single- and multifactorial analyses of variance (ANOVA; JMP

software, SAS Institute). These tests were of the repeated-measures type in

cases where all cells were submitted to the complete set of conditions, and of

the independent type in the remaining cases. In the remaining cases, we

assumed independence of conditions. We carried out post-hoc comparisons

with non-parametric Wilcoxon rank-sum tests, using the software ‘Instat’

(University of Reading). Comparisons were of the unpaired, two-sided type,

unless stated otherwise. We determined the significance of correlation accord-

ing to a table of Pearson’s r-values.

Note: Supplementary information is available on the Nature Neuroscience website.
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